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Abstract  
This paper provides a new approach to recognize facial expressions. In this paper, facial expression recognition is 
based on appearance based features or we can say that low level features. We introduced the new approach 
Improved Principle Component Analysis (IPCA) in order to categories the expression into seven different classes. 
IPCA help to differentiate the feature set on the basis of spreading element in matrix and scale parameters. The 
computational complexity is not more than PCA, FLD, and ICA. Our analysis based on JAFFE database. The 
experimental results show that the average recognition rates of different expressions, which is80.3 %. 
Keywords- Facial expression recognition; IPCA, FLD, ICA. 
 
1. INRODUCTION 
Facial expression recognition plays a vital role in case 
of robotics and automation. As Robotic field has grown 
quickly in recent years. The applications of facial 
expression recognition are increasing day by day. HMI 
(human machine interaction), computer vision design 
are the different area’s which is covered by Facial 
expression recognition. Machine is more related to 
robots such as industrial robots, protection robots. With 
the help of expression robot can interact with their user 
in the more familiar way. Human life cannot be 
expected without communication [1] phase. Each and 
every phase of one’s life is covered with help of 
communication. It is a way to express the ideas not 
even idea but feelings emotion views also. Facial 
expression is one of the ways of communication. 
Expression is different position or state of the face’s 
skin muscles, because as face moves muscles move 
their positions. Expressions convey  
 
the emotional message to the listener. It is a way of non 
verbal communication. Facial expression comes under 
the category of spoken language because in spoken 
language one has to use expression. Communication 
can be split into two parts. First, verbal communication 
and second is non verbal communication. An 
expression comes under the category of non verbal 
communication. As we know one or two year’s child 
can’t speak but still he or she can communicate, so 
facial expression becomes an interesting field for 
research. In order to recognize the expressions there are 
two methods to move. The choice of method depends 
upon the nature of features which is used. First, 
includes appearance based features. Scale Invariant 
Feature Transform (SIFT) Independent Component 
Analysis (ICA), Linear discriminate analyses (LDA) 
[2], Principle Component Analysis (PCA) are the 
example of appearance based features methods. Second 
includes geometric feature which is oldest method. 
Active Appearance [3] Method and Active Shape 
Model are the examples of geometric based features 

methods. Appearance based features and geometric [4] 
features both have their own advantages and 
disadvantages. The biggest disadvantage of geometric 
based features is reduction in spatial information. 
Another problem is high degree of ensemble rate. If 
matching of the models is not accurate then the overall 
performance degrades. The low level features like 
texture [5] represents characteristics of facial image. In 
this paper, we propose a facial expression recognition 
method based on person – specific approach.  In our 
approach IPCA could classify the different variables or 
values of feature vector according to different scale in 
statistics. To get the classification of the facial 
expression characteristics, we have to measure the 
similarity between the templates by calculating the 
distance and then do facial expression recognition in 
nearest algorithm. In our approach we calculate 
distance between an expression and neutral expression.  
After calculating the distance we classify the 
expressions based on distance. 
 
2. Related work 
Face recognition and facial expression recognition used 
three basic and very familiar approaches for their 
operation such as Principal Component Analysis (PCA) 
[6,7], and Independent Component Analysis (ICA) [8] 
Fisher’s Linear Discriminate (FLD) [9]. These three 
algorithms which are introduced above used for 
analysis in the case where there is need of low 
dimensional state. All of these three algorithms have its 
own advantages and disadvantages, these algorithms 
have been used according to application not a single 
algorithm replaced other one. From another point of 
view, advancement of any algorithm will affect the 
other algorithms, and move to new improvements in 
theses algorithms. PCA is the earliest algorithm among 
above three algorithms for different analysis especially 
for recognitions. Karhunen-Loeve method is another 
name for PCA. PCA applied successfully in case of 
face recognition in [6]. PCA has been calculated in 
second-order statistical relationship of value of data 
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such as variance or co-variance, and is well used in case 
of the signals where signals have Gaussian distribution. 
Following the work of [6,7], a new approach that is 
Kernel Principal Component Analysis (KPCA) [10] 
was proposed for recognition. KPCA is somewhat 
advanced version of PCA, where non linear PCA is 
used in place of PCA alone. In this paper they calculate 
the useful features in high dimensional feature space 
with the help of exponential function. The performance 
of KPCA has been checked used by applying it to 
character recognition with the US Postal Service 
(USPS) database of handwritten digits in [11].Another 
approach is Generalized Principal Component Analysis 
(GPCA) [12] algorithm has been proposed to calculate 
a combination of linear subspaces from feature values 
points. After the work of [12], a advanced Robust 
GPCA (RGPCA) [13] algorithm has been proposed and 
applied to medical image segmentation. The work of 
[11,12,13,] comes from the same basic idea. Both 
GPCA and RGPCA require a very low dimension of 
input signals. As mentioned in [11,12,13], if the sub 
space dimension of input data is large typically greater 
than 12 the evaluation of these two algorithms could be 
evaluated. After this, ICA [14] has been proposed to 
evaluate the order other than second order statistical 
relationship among different variables. It is also states 
that: “PCA can be use to take the advantage of special 
version of ICA which uses Gaussian source models 
[14].” In order to compare with PCA, ICA is suitable 
for signals of Gaussian distribution, as well as suitable 
for the signals of Super-Gaussian model distribution 
and Sub-Gaussian source model. Two different 
methods to use ICA have been proposed in this paper. 
ICA could use in conjunction with PCA in recognizing 
faces and changes in expressions. Following the work 
of [14], Enhanced ICA (EICA) [15], Independent 
Gabor Feature (IGF) [16] and Multi resolution for ICA 
(MICA) [17] are proposed for face recognition and 
different expressions. These different approaches such 
as EICA, IGF and MICA are required to perform PCA 
in order to reduce the dimension of input signals. 
Topological Principal Component Analysis (TPCA) 
[18], which is concerned about topological 
relationships. In this paper the contribution of sample 
variables has been proposed. It gives the linear 
relationship between different variables of feature 
vector. But there is a limitation of TPCA. The 
computational cost which is occur due to the reason of 
covariance matrix of size of m x m must be appear as 
diagonal form where m is the dimension of feature 
vector [19]. In case of FLD’s again the PCA is for 
dimension reduction, which gives the benefit of 
computational time saving. Without PCA there is 
drawback of computational cost occur in case of FLD’s 
Last but not least the brief conclusion or summary of 
the above work state: After PCA [6,7], there are 

different algorithms have risen as discussed above. But 
all of these algorithms, such as RPCA [13], GPCA [12], 
FLD [9], KPCA [10], ICA [14], etc., still need 
traditional PCA to reduce the dimension of input 
signals. So PCA itself required to improve the 
evaluation parameter. It is very crucial task in recent 
years. Now according to other approach, if the 
performance of PCA itself was improved, then few 
different or new algorithms could be proposed  
 
3. Face preprocessing 
Face preprocessing is very first step that has been used 
in case of image preprocessing. The face preprocessing 
is combination of two basic operations. First, it includes 
local information of an image. Second, it gives 
background information along with alignment of face 
image it includes the local information of an image. We 
obtain the images of uniform shape and size.fig 1 shows 
the disgust expression of original and localized image 
respectively of JAFFE database. 

           
a. Original image             b. Localized image 
Fig 1.   Pre-processing of face image 
 
4. DATABASE 
Facial expression recognition has been performed on 
JAFFE [20] database. This database is available 
publicly. So anyone can access the images of JAFFE 
database. There are seven basic expressions (neutral 
(NA), happiness (HA), sad (SA), fear (FE), disgust 
(DI), anger (AN), surprise (SU)) presented in the 
JAFFE database. The JAFFE database has total 213 
images of seven different expressions. There are three 
different persons in JAFFE database each person has 
above seven different expressions. All the images in 
JAFFE database have 256 x 256 resolutions. Only the 
female expressions are present in JAFFE database. But 
one can take the advantage of three different persons. 
 
Our frame Work 
Feature extraction :- In the initial step we resize the 
images of JAFFE database. In this work we use 
resolution of 128 x 128 for every image, as the original 
resolution of each image in database is 256 x 256. Then 
we extract the features of the images. When we applied 
Improved PCA to database we get feature set. The basic 
idea behind IPCA comes from the limitation of PCA, 
because there is some information regarding to object 
which is not used by PCA or FLD. This information 
can be characterized as scale numbers and parameters. 
The spreading of element in matrix is defined as:- 
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Where xi (i=1…n) is column vector of which has value 
in m dimension space. Where a is define as (xi-u)T or 
transpose of difference between column vector and 
mean value. In order to receive the variables, which has 
small variability and higher weight we have calculate 
optimum value along with diagonal matrix.  
 �x =diag(d1 d2 d3 dn )………………….(2) 
Now optimum value for approximation of above 
algorithm is 
Sopt = arg max | s(xi-x0) Ax s

T | …………..(3) 
Here xi (i=1…n) is column vector and T stands for 
transpose of S. In some region, such as physical 
experiments, the size of feature vector in most of the 
cases is constrained by the number of observation that 
is used in experiment, so there is tradeoff between these 
two.  
There are some important steps to do the feature 
extraction. 

• First of all acquire the facial expression image 
database, and then pre-process each image, 
which include two basic operations such as 
rejection of different noise points and local 
adjustment. 

• Now we calculate the high-dimensional 
features vector of seven different expression 
regions that available in the database. Both 
training and test images follow this step. 

• In this step we use output of second step and 
calculate their optimum value and scale 
parameters as defined above. These values are 
calculated for training and test images. 

• Now Calculate the distance from the new test 
image and then classify them according to the 
distance between them, or nearest algorithm. 

These steps are performed for all the images. 
The flow chart for facial expression recognition is given 
below. 

 
Anger happy sad disgust neutral fear surprise  
Fig 2   flow chart of FER 

Experimental result 
In our work we perform expression recognition with 
some modification in PCA. We use IPCA for the 
purpose of feature extraction. Table 1 shows the 
performance of IPCA on the JAFFE database. We 
perform our operation of 161 total images of JAFFE 
database. We choose the images for each expression 
randomly.  In this paper we use 12 images of each 
expression for the training purpose. The total no. of 
images is 84 for training of the network. We use 11 
images of each expression for testing purpose. The total 
no. of images is 77 for testing of the network. 
Table 1 confusion matrix for recognition based on 
IPCA features. 

 
 
In this table P.E stands for predicted expressions 
percentage and A.E stands for actual expressions. 
 When features are extracted with IPCA, the 
performance has good result for two expressions such 
as anger and surprise. The accuracy for these two 
expressions is more than 80 percent. On the other hand 
the recognition rate is not good for disgust expression. 
So it is clear from the above results IPCA requires to 
take action in direction of disgust expression as it is 
confused with surprise and neutral expression. But the 
procedure to choose the dimension of the small feature 
vector is an important and difficult task for ICA, PCA, 
FLD, EPCA and IPCA. Different researchers have used 
different values of the dimensions of the reduced 
feature vector, such as 200 used by [21] and only 50 
used by [22]. It depends upon user and obviously, 
performance criteria of the experiment. In general, as 
the number of feature vectors of facial expression 
recognition increases it requires more computing time. 
But there is an advantage of high value of feature vector 
that is it gives more accuracy. In our experiment, the 
numbers of features will be changed up to 30, and then 
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we take the result corresponding to the number of 
features. 
 
5. Conclusion and future work:- 
 IPCA is advanced version of PCA and it gives superior 
result then PCA alone. IPCA enhance the performance 
when applied for the purpose of face and expression 
recognition. PCA which is existing method when 
performed then give the average accuracy. It mainly 
used for data compression. If small number of training 
images are provided even though recognition rate is 
good because reduced dimension is given by PCA. 
There are some advantages such as it is fast, simple to 
use, and works well in a constrained environment also. 
The principal components are selected for each class 
independently to reduce the Eigen space. Our approach 
IPCA is not sensitive to the large scale changes on the 
brightness of directions. IPCA is enhancement of some 
popular algorithms such as PCA, FLD and ICA and is 
more stable than the ordinary PCA algorithm. One of 
the important advantages of IPCA is its simplicity and 
outwork performance. When only PCA is used for 
feature extraction there is problem of optimization that 
occurs when there are independent sources available. 
So the problem of optimization in case of IPCA would 
be easily solved without adding more computational 
complexity than other PCA, FLD, and ICA algorithms. 
So in future we have to concern about the deep 
investigation of the feature vector space that means the 
dimension of feature space. Now, we have some 
problem of the scope of the variance of the values of 
the reduced feature vector dimensions according to the 
highest expression recognition performance rate for 
different acquired image set. Our experiment based on 
person specific images. Our proposed method is limited 
to pre processing. If two or more than two features are 
used then experiment may give more superior results. 
There are some typical conditions in which our 
proposed technique doesn’t give accurate results. When 
there is change in illumination or scale than the 
proposed network is not prove as best approach. So we 
have to use some other approaches that compensate 
these kinds of problems. Another problem is rotation of 
the image. Now in future we will try for further efforts 
to examine the expression recognitions under such 
situations like recognitions of dynamic expressions, 
variable expression intensity, more complex 
expressions, mixed expression, person independent 
expressions. We can further move towards paralyses 
face expressions, which may prove helpful in the 
direction of medical science. For future work we take 
step also towards the reduction of training time along 
with performance accuracy. 
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