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ABSTRACT

Fault-proneness of a software module is the probability that the module contains faults. A correlation exists between
the fault-proneness of the software and the measurable attributes of the code (i.e. the static metrics) and of the testing
(i.e. the dynamic metrics). Static code metrics such as Halstead complexity, Cyclomatic complexity, McCabe’s
complexity measure are inefficient to measure quality, The use of single features of software to predict faults is
uninformative. Therefore Artifical Neural Network is used for software defect prediction. An Artificial Neural Network
(ANN) is an information-processing paradigm that is inspired by the way a biological nervous system in human
brain works. Large number of neurons present in the human brain forms the key element of the neural network
paradigm and act as elementary processing elements. These neurons are highly interconnected and work in unison to
solve complex problems. Likewise, an Artificial Neural Network can be configured to solve a number of difficult and
complex problems. Neural Network Approaches such as Multilayer Perceptron & RBF are used for software Defect

Keyword: Radial Basis Function (RBF), Artifical Neural Network, Multilayer Perceptron, Cyclomatic Complexity,

1. INTRODUCTION

Fault-proneness of a software module is the probability
that the module contains faults. A correlation exists
between the fault-proneness of the software and the
measurable attributes of the code (i.e. the static metrics)
and of the testing (i.e. the dynamic metrics). Early
detection of fault-prone software components enables
verification experts to concentrate their time and
resources on the problem areas of the software system
under development. Software quality models ensure the
reliability of the delivered products. It has become
important to develop and apply good software quality
models early in the software development life cycle,
especially for large-scale development efforts. Software
quality prediction models seek to predict quality factors
such as whether a component is fault prone or not. Faults
in software systems continue to be a major problem.
Many systems are delivered to users with excessive
faults. This is despite a huge amount of development
effort going into fault reduction in terms of quality
control and testing. Despite this it is difficult to identify
a reliable approach to identifying fault-prone software
components. So, it is made attempt to make use of
Multilayer Perceptron and RBF based Neural Network
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approaches to identify the relation between the various
qualitative as well as quantitative factor of the modules
with the number of faults present in the module that will
be helpful for the prediction of faults.

1.1 Methodology
The methodology consists of the following steps:

I. Find the Quadlitative and Quantitative Attributes
of Software Systems

First of all, find the structural code and design attributes
of software systems. Thereafter, select the suitable metric
values as representation of statement. The following are
the quantative metrics used:[1] Software size: the size, in
KLoC of the developed code and the development
language & Effortwhich is the development effort
measured in person hours for the software development,
from specification review to unit test. The Qualititative
factors are grouped under five topics [2] will be
Specification and Documentation process, New
Functionality, Design and Development process, Testing
and Rework & Project Management.

ll. Select the Suitable Meftric Values as
Representation of Statement

The suitable metrics like product requirement metrics and
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product module metrics out of these data sets are
considered.[3] The term product is used referring to
module level data. The term metrics data applies to any
finite numeric values, which describe measured qualities
and characteristics of a product. The term product refers
to anything to which defect data and metrics data can
be associated.

lll. Analyze, Refine Metrics and Normalize the
Metric Values and Explore Different Neural
Network Techniques

It is very important to find the suitable algorithm for
modeling of software components into different levels
of fault severity in software systems.[10] The following
two Neural Network algorithms are experimented:

+ Multilayer Perceptron
+ RBF based Neural Network Approaches

IV. Comparison of Algorithms

The comparisons are made on the basis of the more
accuracy and least value of MAE and RMSE error values.
Accuracy value of the prediction model is the major
criteria used for comparison. The mean absolute error is
chosen as the standard error. The technique having lower
value of mean absolute error is chosen as the best fault
prediction technique.

« Mean Absolute Error

Mean absolute error, MAE is the average of the difference
between predicted and actual value in all test cases; it is
the average prediction error [13]. The formula for
calculating MAE is given in equation 1.
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RMSE is frequently used measure of differences between
values predicted by a model or estimator and the values
actually observed from the thing being modeled or
estimated [22]. It is just the square root of the mean
square error as shown in equation 2.
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The mean-squared error is one of the most
commonly used measures of success for numeric
prediction. This value is computed by taking the average
of the squared differences between each computed value
and its corresponding correct value. [17] The root mean-
squared error is simply the square root of the mean-

squared-error. The root mean-squared error gives the
error value the same dimensionality as the actual and
predicted values.[23]

The mean absolute error and root mean squared
error is calculated for each machine learning algorithm
i.e. various algorithms for Neural Networks.

2. RESULT

The proposed Neural based methodology is
implemented in WEKA environment is one such facility
which lends a high performance language for technical
computing.

The Classifier that uses backpropagation to classify
instances. This network is created by the algorithm. The
network can also be monitored and modified during
training time. The nodes in this network are all sigmoid
(except for when the class is numeric in which case the
output nodes become unthresholded linear units).

The following parameters are used for running the
multi perceptron based programme:

« hiddenLayers: This defines the hidden layers of the
neural network. This is a list of positive whole
numbers. 1 for each hidden layer. Comma
seperated. To have no hidden layers put a single 0
here. This will only be used if autobuild is set. There
are also wildcard values ‘a’ = (attribs + classes) / 2,
‘1" = attribs, ‘0" = classes , ‘t’ = attribs + classes. We
have set value equal to “a’.

« learningRate: The amount the weights are updated.
The value is set to 0.3.

« momentum: Momentum applied to the weights
during updating. The value is set to 0.2.

« nominalToBinaryFilter: This will preprocess the
instances with the filter. This could help improve
performance if there are nominal attributes in the
data. The value is set to true.

« normalizeAttributes: This will normalize the
attributes. This could help improve performance
of the network. This is not reliant on the class being
numeric. This will also normalize nominal
attributes as well (after they have been run through
the nominal to binary filter if that is in use) so that
the nominal values are between -1 and 1. The value
is set to true.

« normalizeNumericClass: This will normalize the class
if it’s numeric. This could help improve
performance of the network, It normalizes the class
to be between -1 and 1. Note that this is only
internally, the output will be scaled back to the
original range. The value is set to true.

« seed: Seed used to initialise the random number
generator. Random numbers are used for setting
the initial weights of the connections betweem
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nodes, and also for shuffling the training data. The ' weka.guiGenericObjectEditor ]
value is set to 0. weka, classifiers.functions. REFNetwork

+ trainingTime: The number of epochs to train SRt
through. If the validation set is non-zero then it can Class that implements a normalized Gaussian radial
terminate the network early. The value is set to 500. s e N Roneb L Capabilties
+ validationSetSize: The percentage size of the
validation set.(The training will continue until it is L
observed that the error on the validation set has debug  False v
been consistently getting worse, or if the training maxlts [ -1
time is reached). The value is set to 0. If This is set e T
to zero no validation set will be used and instead
the network will train for the specified number of ) |
epochs. dge. | 1,065
« validationThreshold: Used to terminate validation [ open.. |[  save.. ] [ oK ] | Cancel ]

testing.The value here dictates how many times in
a row the validation set error can get worse before
training is terminated. The value is set to 20.

When Multi perceptron based neural network is
applied, the results obtained after 10-fold cross-
validation are:

345.3643
478.6951

In case of Radial basis function network,
RBFNetwork, (Linear regression applied to K-means

clusters as basis functions), the results obtained after 10-
fold cross-validation are:

« Mean absolute error

+ Root mean squared error

395.4943
529.0774

Class that implements a normalized Gaussian radial
basisbasis function network uses the k-means clustering
algorithm to provide the basis functions and learns either
a logistic regression (discrete class problems) or linear
regression (numeric class problems) on top of that.
Symmetric multivariate Gaussians are fit to the data from
each cluster. If the class is nominal it uses the given
number of clusters per class. It standardizes all numeric
attributes to zero mean and unit variance.

« Mean absolute

+ Root mean squared error

The following parameters are used (as shown in
figure 1):
+ clusteringSeed: The random seed to pass on to
K-means. It is set to value ‘1.

+ maxIts: Maximum number of iterations for the
logistic regression to perform. Only applied to
discrete class problems. It is set to value *-1’.

« minStdDev: Sets the minimum standard deviation
for the clusters. It is set to value “‘0.1".

+ numClusters: The number of clusters for K-Means
to generate. It is set to value 2" as we have only
two classes required.

« ridge: Set the Ridge value for the logistic or linear
regression. It is set to value ‘1.0 E -8’.

Figure 1: Snapshot of the Parameters used in the
RBF Network Programme

In the Linear Regression Model the total defects TD
can be calculated with help of following equation:

TD = 59.1858 * pCluster_0_0 +
-59.1874 * pCluster_0_1 + 429.0416

3. CONCULUSION AND FUTURE SCOPE

Prediction of Level of faults in modules supports
software quality engineering through improved
scheduling and project control. It is a key step towards
steering the software testing and improving the
effectiveness of the whole process. Fault prediction is
used to improve software process control and achieve
high software reliability.

In this study, we investigate whether qualitative and
quantitative factors can be used to identify level of
number of faulty software modules. We compare the
performance of Radial basis function network, where
Linear regression applied to K-means clusters as basis
functions and Multi Perceptron based neural network
for the fault dataset. Multi Perceptron based neural
network shows best results than RBF Network with
lower values of MAE and RMSE calculated as error
345.3643 and 478.6951 respectively. It is therefore,
concluded the Multi Perceptron based neural network
model is implemented and the best algorithm for
classification of the fault prone modules from the
faultless modules of the software systems.

The future work can be extended in following
directions:

+ Most important attribute can be found for fault
prediction and this work can be extended to further
programming languages. More algorithms can be
evaluated and then we can find the best algorithm.

« Further investigation can be done and the impact
of attributes on the fault prediction can be found.
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Other dimensions of quality of software can be
considered for mapping the relation of attributes
and fault tolerance.
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